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Abstract

The paper aims at presenting English-Lithuanian corpora for bilingual term extraction (BiTE) in
the cybersecurity domain within the framework of the project DVITAS. It is argued that a system
of parallel, comparable, and training corpora for BiTE is particularly useful for less resourced
languages, as it allows to efficiently use strengths and avoid weaknesses of comparable and par-
allel resources. A special focus is given to the open nature of the data, which is achieved by
publishing the data in CLARIN-LT repository.

1 Introduction

The model of combining several types of corpora has been chosen for the bilingual terminology extrac-
tion project DVITAS.1 The aim of the project is to develop a methodology for automatic extraction of
English and Lithuanian terms of a specialised domain from parallel and comparable corpora, as well as
to create a publicly available bilingual termbase. Cybersecurity (CS) terminology has been chosen as
a specialised domain for the project because of its particular relevance in today’s digitalised world in
which cyber hygiene skills are indispensable for every Internet user. The compiled termbase is believed
to be valuable both for specialists of the domain and the general public, as well as drafters of legal and
administrative documents, and translators.

The project aims at employing current deep learning terminology extraction methods. In 2020, the
project team (Rokas et al., 2020) completed a pilot study on semi-supervised automatic extraction of
Lithuanian CS terms from a Lithuanian monolingual corpus. A small-scale manually annotated dataset
(66,706 word corpus with 1,258 annotated cybersecurity terms) was used as training data. The pilot
study was performed in several stages: firstly, various baseline LSTM and GRU networks were tested
using Adam optimizer and FastText embeddings; secondly, each of the best baseline LSTM and GRU
networks were tested with various optimizers; and finally, the best model was compared with a model
that has been trained using multilingual BERT embeddings (Rokas et al., 2020) . The latter approach
proved to be the most efficient: Bidirectional Long Short-Term Memory model (Bi-LSTM) using multi-
lingual Bidirectional Encoder Representations from Transformers (BERT) embeddings reached F1 score
of 78.6%.

We believe that more comprehensive training data obtained from larger manually annotated gold stan-
dard corpora will allow to improve the obtained results. In studies by other scholars, who applied neural
networks for term extraction as sequence labelling task and used larger annotated datasets, higher F1
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score was achieved: e.g., Kucza et al. used a dataset with 78,567 annotated terms and with Bi-LSTM
reached F1 score of 86.73% (Kucza et al., 2018).

The methodology used in the pilot study will be modified and tested on different configurations of
neural networks taking into account the methods applied in related research. For instance, studies on
sequence labeling tasks with multilingual BERT embeddings show that reduction of the number of lan-
guages to three in BERT models may help to achieve higher results compared with the ones achieved
with multilingual BERT (Ulčar and Robnik-Šikonja, 2020).

2 Related Research

Bilingual/multilingual term extraction, which is widely used for terminographic purposes, is performed
using both parallel and comparable corpora. Term extraction from parallel corpora has been already
applied for several decades (Kupiec, 1993). Lately, the importance of comparable data is increasing,
as more and more papers have appeared on term extraction from comparable corpora (Vintar, 2010;
Delpech et al., 2012; Gornostay et al., 2012; Aker et al., 2013; Chu et al., 2016). Besides, since 2008
the Workshop on Building and Using Comparable Corpora (BUCC) has published a number of valuable
research papers on the usage of comparable corpora for term extraction.

Researchers indicate several important advantages of using comparable data. Firstly, term extraction
from comparable corpora provides valuable terminological data as these data reflect the usage of termi-
nology in original languages which is much more natural than the usage of terminology in translations
that are inevitably influenced by source languages. There is a strong possibility of having “inconsisten-
cies in parallel corpora, which are then replicated by translators” (Postolea and Ghivirigă, 2016). Another
important advantage of this approach is the possibility to include data sources of a much larger variety as
data source search is not limited to translated resources. The third advantage is that comparable corpora
are less expensive to build than parallel corpora. The last two are especially important for less-resourced
languages which often lack parallel data.

Therefore, some scholars have introduced the idea of combining comparable and parallel corpora to
benefit from the advantages provided by both (Bernardini, 2011; Morin and Prochasson, 2011; Biel,
2016; Giampieri, 2018) or yet some researchers concentrate solely on comparable corpora (Steyaert and
Rigouts Terryn, 2019; Vintar et al., 2020).

3 Corpora System for Bilingual Terminology Extraction

Five CS corpora have been compiled for this project: a parallel corpus of English texts and their Lithua-
nian translations (approx. 1.4 million words), a comparable corpus composed of two subcorpora: original
English texts and original Lithuanian texts (approx. 4 million words), and three training (gold standard)
corpora (approx. 0.1 million words each), which will be manually annotated. The system of corpora and
a flowchart of BiTE is presented in Figure 1.

The analysis of the cybersecurity sources revealed that this domain is highly heterogeneous and it
encompasses diverse types of information accumulated in various discourses. Ideally, the cybersecurity
corpora should be representative of the whole cybersecurity domain and its constituent genres. In order to
fully represent the CS domain, we need to consider four discourses as sources of information: legislative
& administrative, academic, expert, and popular (the discourses identified by (Wall, 2007)).

Most sources are suitable for compilation of the comparable corpus, which will consist of the original
texts in English and Lithuanian. Meanwhile, the sources suitable for the parallel corpus (English original
texts and their translations into Lithuanian) are much more sparse.

Legislative and executive sources contain textual information on cybersecurity, such as cybersecurity
strategies, laws, government resolutions, minister orders, etc. Official national and EU legally binding
and non-binding documents are commonly accessible without any restrictions. The documents of these
categories can be acquired for both comparable and parallel corpora (see Table 1 and Table 2).

Another important source of relevant information is scientific research publications on the cyberse-
curity topic. However, access to academic and scientific publications is often restricted. Most relevant
scientific sources are published by major publishing companies and protected by intellectual property
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Figure 1: Corpora system for BiTE

rights. As we should ensure proper usage of these texts, the amount of texts suitable for the comparable
corpus is rather limited. In fact, it is almost impossible to acquire original and translated academic texts
for the parallel corpus.

We had to rely on the inclusion of rather large bulk of media texts into the corpus, due to less-restricted
accessibility of these texts. In order to avoid an influx of general terms into the corpus, we tried to include
more specialised media sources.

The CS comparable corpus compiled for the project includes texts from the time period of 2010-
2020. The categories, subcategories and their approximate proportions within the corpus are presented
in Table 1.

Main categories Subcategories Proportion
Legislative and executive docu-
ments

CS strategies, laws, government resolutions,
minister orders

10%

Official non-binding documents
and informational texts

Reports and recommendations of the National
Cybersecurity Centres; booklets and posters

15%

Academic texts Scientific articles, monographs, MA and PhD
theses, textbooks

25%

Media texts Mass media articles, specialised media articles 50%

Table 1: Structure of the comparable corpus (2010-2020).

The parallel corpus includes the EU legal acts and other documents from the time period of 2010-
2020. The documents are extracted from the EUR-Lex database and other EU institutional repositories
(see Table 2). As mentioned previously, for the parallel corpus it is almost impossible to acquire original
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and translated academic texts and it is likewise difficult to find translated media articles. Therefore the
corpus relies solely on EU documents.

Main categories Subcategories Proportion
Legally binding documents (sec-
ondary legislation)

Regulations of the European Parliament and of
the Council;
Directives of the European Parliament and of the
Council;
Decisions of the European Parliament and of the
Council

60%

Official non-binding documents Communications of the European Commission;
Reports of the European Commission;
Recommendations of the European Commission;
Opinions of the Committees of the EU;
Briefing papers of the Court of Auditors

40%

Table 2: Structure of the parallel corpus composed of the EU documents (2010-2020).

Training (gold standard) corpora have been composed of the same text categories as the main corpora.
The comparable training corpus encompasses legally biding documents, official non-binding documents
and informational texts, academic texts, and media articles. Parallel training corpus is composed of the
most important EU legal acts and other documents on cybersecurity issues.

It is important to note that the task of depositing all 5 corpora into CLARIN-LT repository as open
access resources is included in deliverables of the project.

4 Concluding Remarks

In the full paper we will present a more lengthy discussion on related research and state-of-the-art ap-
proaches to BiTE. Moreover, we will present a detailed discussion on different intellectual property
restrictions and how we have dealt with them when compiling parallel and comparable corpora. Finally,
the full paper will provide links to the compiled corpora in the CLARIN-LT repository.
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Aivaras Rokas, Sigita Rackevičienė, and Andrius Utka. 2020. Automatic extraction of lithuanian cybersecurity
terms using deep learning approaches. In Andrius Utka, Jurgita Vaičenonienė, Jolanta Kovalevskaitė, and Dan-
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